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ABSTRACT In healthcare management, waiting time for consultation is an important measure that has
strong associations with patient’s satisfaction (i.e., the longer patients wait for consultation, the less satisfied
they are). To this end, it is required to optimize medical scheduling for clinicians. A typical approach for
deriving the optimized schedules is to perform experiments using discrete event simulation. The existing
work has developed how to build a simulationmodel based on process mining techniques. However, applying
this method for outpatient processes straightforwardly, in particular medical scheduling, is challenging:
1) the collected data from electronic health record system requires a series of processes to acquire simulation
parameters from the raw data; and 2) even if the derived simulation model fully reflects the reality, there
is no systematic approach to deriving effective improvements for simulation analysis, i.e., experimental
scenarios. To overcome these challenges, this paper proposes a novel decision support framework for a
clinician’s schedule using simulation analysis. In the proposed framework, a data-driven simulation model
is constructed based on process mining analysis, which includes process discovery, patient arrival rate
analysis, and service time analysis. Also, a series of steps to derive the optimal improvement method from the
simulation analysis is included in the framework. To demonstrate the usefulness of our approach, we present
the case study results with real-world data in a hospital.

INDEX TERMS Simulation modeling, process mining, personal clinician schedules, experimental analyses,
waiting time for consultation.

I. INTRODUCTION
In outpatient processes, long waiting times for consultation
for patients can be considered as critical problems [1], [3].
The longer patients have to wait before their consultation
can take place, the less satisfied they are, which may lead
to decreasing profits [15]. A confounding factor is that there
are significant differences with respect to quality delivery and
efficiency among clinicians. In order to handle this problem,
it seems worthwhile to consider how the personal appoint-
ment schedules of clinicians can be optimized as to improve
the overall efficiency of patient management.

A typical approach for optimizing medical schedules for a
clinician is Discrete Event Simulation (DES) [4], [12], [18].
In the healthcare field, various studies have been using DES
where clinical activities are considered as the crucial events
in outpatient processes [4], [8], [10], [12], [18], [20]. How-
ever, it takes generally much time and effort to build an

accurate simulation model. This is because the status quo
is that simulation models are created by manually recorded
data, which may be inaccurate, or interviews, which are time-
consuming. To overcome these limitations, Rozinat et al. [18]
proposed to combine simulation with process mining as to
extract process-related knowledgeable information from so-
called event logs [18], [21], [22], [24], [25]. Process mining
uses such automatically recorded logs to automatically derive
the specific operations in a particular context, which is one of
the leading components of a simulation model. The authors
explained how to make a Colored Petri Net (CPN) model
using four kinds of analyses [18].

Unfortunately, it still has a couple of challenges to straight-
forwardly apply this method for outpatient processes, in par-
ticular, medical scheduling.

1) The collected data fromElectronicHealth Record (EHR)
system requires a series of processes to acquire simulation
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FIGURE 1. Overview of the decision support framework.

parameters from the raw data. Three main elements for build-
ing a healthcare simulation model are a process of medical
activities, service times, and arrival rates. Out of them, it is
hard to find out actual values of the service times and arrival
rates from EHR data due to the following reasons:

- Service times: EHR systems, which typically, only record
completion time of clinical activities.

- Arrival rates: Patients visit a hospital with a scheduled
appointment; thus, the reservation system needs to be con-
sidered.

2) Even if the derived simulation model fully reflects the
reality, there is no systematic approach to deriving effec-
tive improvements, i.e., experimental scenarios. The next
step of building a simulation model is to identify all the
possible alternatives and determine the best option for the
optimal decision making with simulation analysis. However,
the existing methods presented in this regard are all heuristic-
oriented and unstructured approaches. Therefore, a bridge
that connects the simulation model analysis and useful sce-
narios is still missing.

To overcome these challenges, this paper proposes a novel
decision support framework for a clinician’s schedule using
simulation analysis. Fig. 1 provides the overview of the pro-
posed approach for medical scheduling. It aims at optimizing
a clinician’s schedule to decrease the waiting time of consul-
tation for patients. To this end, a data-driven simulationmodel
is constructed using process mining analysis, which includes
process discovery, patient arrival rate analysis, and service
time analysis. Also, improvement alternatives are investi-
gated from data analysis for making experimental scenarios.
Then, the validated optimal redesign methods are determined
from the simulation analysis.

Using real data, we demonstrate that this simulation-based
approach can be practical for experimentally investigating
alternative scenarios for improved patient management.

The paper is organized as follows. Section II and Section III
present the proposed framework and its application in case
studies, respectively. A discussion is provided in Section IV,
and conclusions are finally drawn in Section V.

II. METHODS
A. OVERVIEW
The proposed decision support framework for the opti-
mized medical scheduling is composed of four phases: data

FIGURE 2. The proposed decision support framework for medical
scheduling.

preparation, process mining analysis, simulation modeling &
evaluation, and experiments & decision support. Fig. 2 rep-
resents the overview of the proposed framework. First,
an appropriate format of data, i.e., an event log, is collected
from EHR system’s log data of the hospital and preprocessed
for effective data analysis in the data preparation phase. After
that, three kinds of process mining analysis are performed
to derive the inputs for creating a simulation model: process
discovery, arrival rate analysis, and service time analysis.
Based on these results, a simulation model is constructed,
and then the model is evaluated to validate whether the model
reflects the behaviors observed from the data (i.e., As-Is anal-
ysis). Here, a couple of Key Performance Indicators (KPIs)
are employed. Lastly, in the experiments & decision sup-
port phase, improvement alternatives are investigated by per-
forming further data analysis. To this end, best practices for
business process redesign [17] are utilized as candidates for
process improvement. Then, several scenario-based simula-
tion analyses are performed to identify the optimal redesign
method (i.e., To-Be analysis).

B. PHASE 1: DATA PREPARATION
1) DATA COLLECTION
As stated before, we employ process mining approaches
for deriving simulation parameters. That is, we need to
utilize event logs, which represent the behaviors recorded
by an information system and are used in process mining
approaches. An event log L is a set of traces T , where a
process instance (i.e., a patient in clinical event logs) has one
trace. A trace is a finite sequence of events E . An event e ∈ E
includes multiple required attributes AT including the name
of the activity (i.e., act), the completion time (i.e., ctime),
the reservation time (i.e., rtime), and the name of the resource
(i.e., res). For the specific attribute, we can get the corre-
sponding value using π function. Here, π : E → (AT 9 V )
is a function which obtains attribute values recorded for an
event. Hence, πat (e) ∈ AT 9 V signifies to obtain the
corresponding value v ∈ V recorded for attribute at ∈ AT .
For instance, πact (e1) = ‘Consultation’ represents that the
name of the activity of the event e1 is consultation.

2) DATA PREPROCESSING
After collecting clinical event logs, the data preprocessing
step is conducted to improve the accuracy and effectiveness of
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the data analysis. It includes removing noisy data, identifying
outliers, and handling incomplete or error data.

C. PHASE 2: PROCESS MINING ANALYSIS
1) PROCESS DISCOVERY
Process discovery aims at extracting process models from
event logs [6], [7], [9], [13], [18], [24], [26]. Through semi-
nal research, many kinds of discovery algorithms have been
developed, such as alpha-mining [24], heuristic mining [26],
genetic mining [7], fuzzy mining [9] and inductive min-
ing [13]. In this research, we apply frequency mining, which
produces a process map (AL , RL) based on directly-follows
relationships between activities in event logs [6]. Here, AL
is the set of activities in a log L, while RL is the set of
relations between two activities in a log L. A relation rij =
{(ai, aj)|ai, aj ∈ AL∧ai > aj} is an element ofRL , where ai >
aj represents a notable directly-followed relationship (i.e., aj
is the direct successor of ai) that has a higher frequency than
a pre-determined threshold value.

According to this technique, if there is a relationship from
activity A to activity B, then nodes A and B are connected
by an arc in the process model. Frequency mining has the
powerful advantage that it is able to include all paths in a
process model (e.g., with zero threshold value). Therefore,
it is a better way than other mining methods to apply in the
healthcare domain, because all patient paths in a hospital are
relevant.

In the existing approach that creates a simulation model
by hand, it is essential to identify the medical activities and
the patient flow (i.e., transition) probabilities associated with
each activity involved in the outpatient process. However, our
approach employs the discovered process model from data.
Thus, in such a process, key medical activities or transition
probabilities are automatically identified without any human
intervention. Therefore, we included only the discovered pro-
cess model which contains medical activities as one of the
simulation parameters.

2) ARRIVAL RATE ANALYSIS
As we stated earlier, patients visit a hospital by a specifically
scheduled appointment. To arrive at an accurate simulation
model, it is essential to build it based on the characteristics
of such schedules, including information on slot capacity and
intervals between slots. In this paper, we propose a method
to analyze a realistic arrival rate by applying two sorts of
information related to the reservation system.

1) The number of appointments for each reservation slot
2) The patients’ visiting time (the actual) compared to the

reservation time (the planned)

The pseudo-code in Algorithm 1 explains the proposed
approach in detail.

By computing how many patients visited the hospital in
each slot, we can derive the visiting distribution of patients.
After that, we figure out the actual arriving time by applying
the second type of information.

Algorithm 1 Deriving Arrival Rate
Input
Log L
Time slots for reservation TS(a time slot tsk ∈ TS)

Output
The number of appointments for each time slot N
A collection of patients’ visiting time compared to the
reservation time D

N ← an initialized array with size |TS|
D← {}
for all traces σi in the log L do
visitT σi ← 0
for all events ej in the trace σi do
for all time slots tsk ∈ TS do
if πrtime

(
ej
)
is involved in tsk then

N [k]← N [k]+ 1
break;

end if
end for
if visitT σi = 0 or visitT σi < πctime

(
ej
)
then

visitT σi ← πctime
(
ej
)

end if
end for
D← D ∪ visitT σi

end for
return N , D

FIGURE 3. Measuring working/waiting time for consultation.

3) SERVICE TIME ANALYSIS
Working time is one of the indispensable components in
making a simulation model. However, it is hard to get the
accurate working time because most EHR systems in hos-
pitals record only the completed time for each activity [19].
In other words, the duration of activities cannot be divided
into waiting and working time because of the absence of
the start time of the consultation. For this reason, the status
quo is that service time is derived from manual checking [5].
To avoid this laborious and imprecise step, we suggest a new
method to estimate the working time for consultation from
event logs. The pseudo-code in Algorithm 2 explains the
proposed approach in detail.

This method has a realistic assumption that patients
visit the consultation room where a doctor works in the
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Algorithm 2 Deriving Service and Waiting Time
Input
Log L
A resource ri

Output
A collection of service time for a resource (ri)Si
A collection of waiting time for a resource (ri)Wi

Note that πCRctime (ei) is the completion time for consulta-
tion registration, andπCctime (ei) is the completion time for
consultation.
Si← {}
Wi← {}

for all events ej in the log L do
for all resources ri ∈ R do
sort by πCctime

(
ej
)

Ei← {}

if πCres
(
ej
)
= ri do

Ei← Ei ∪ ej
end if
for all events ek ∈ Ei do
if ek−1 does not exist (i.e., k = 1) or
πCctime (ek−1) < πCRctime (ek) then
Si← Si ∪ {πCctime (ek) – π

CR
ctime (ek)}

else
Si← Si ∪ {πCctime (ek) – π

C
ctime (ek−1)}

Wi← Wi ∪ {π
C
ctime (ek−1) – π

CR
ctime (ek)}

end if
end for
end for

end for
return Si, Wi

consecutive order. In other words, the doctor sees patients
one at a time, one after another. To explain the principle
clearly, we provide a graphical example in Fig. 3. In this
figure, for each patient the end times for the consultation
registration and consultation are shown. Note that all records
are sorted by the end time for consultation. The method
we propose to measure the consultation service time can
be divided into two ways. First, we can distinguish those
patients who either get a consultation as the first patient in
a time slot (e.g., P1) or those patients whose end time for
consultation registration is later than the previous patient’s
end time for the actual consultation (e.g.,P4). Neither of these
types patients has to wait at all since no people are waiting.
For these patients, the actual service time of their consultation
equals the difference between the registered end times for
consultation registration and consultation. By contrast, for
the rest of them (e.g., P2, P3, and P5), the end time for the
consultation registration of each patient is earlier than the end
time for consultation of the previous patient. In such case,
it is likely that at least one previous patient is waiting at the
registration desk or consulting the doctor. Therefore, such
patients have to wait before their consultation. The service
time for such patients then equals the difference between their

own consultation end time and the consultation end time of
the previous patient. In absolute terms, a slight error may
be introduced in that the preparation time for consultation
might be included in the extracted service time. However,
we believe that the advantages of such an automated approach
outweigh those of manually measuring service and waiting
times.

D. PHASE 3: SIMULATION MODELING & EVALUATION
1) BUILDING A SIMULATION MODEL
Based on the results of the three process mining analyses,
we can now easily derive a simulation model. This is because
we can get every input for the model from the process mining
results—the extracted model, the arrival rate, and the service
time.

2) MODEL EVALUATION (AS-IS ANALYSIS)
The model is then used to carry out a so-called as-is analysis,
which allows for a comparison of the results generated by
the simulation model with the observed data as present in the
actual logs (i.e., records). To evaluate the model thoroughly,
we define a couple of KPIs. In this study, we set three mea-
sures based on an in-depth discussion with domain experts
in the hospital: the waiting time for consultation (wt(L)),
the controllable waiting time for consultation (cwt(L)), and
the end time of a clinic session for a specific doctor (et(L)).
These are given in Eq. (1-3). Note that events are sorted by
the execution time for consultation, and KPIs are calculated
for each doctor. Also, πCRctime (ei) and π

C
ctime (ei)is the com-

pletion time for consultation registration and consultation,
respectively. Moreover, πCrtime (ei) is the reservation time for
consultation, andMAX is a function to find out the maximum
value.

wt(L) =
∑

0≤e<|c|

∑
0≤i<|e|


πCctime (ei−1)− π

CR
ctime (ei)

if πCctime (ei−1) > πCRctime (ei)
0 otherwise

(1)

cwt(L) =
∑

0≤e<|c|

∑
0≤i<|e|


πCctime (ei−1)− π

C
rtime (ei)

if πCctime (ei−1) > πCRctime (ei)
0 otherwise

(2)

et(L) =
∑

0≤e<|c|

∑
0≤i<|e|

{
MAX

(
πCctime (ei)

)}
(3)

Among them, the second one signifies the difference
between the start time of consultation and the reserved time,
which excludes the waiting time which is incurred due to
patients who registers ahead of the reserved time. Also,
the third one represents the timestamp when consultation of
the last patient in a session is completed. Based on these KPIs,
we evaluate whether the simulation model accurately reflects
the real situation or not. This may provide the required
confidence to use the simulation model for alternative sce-
narios. Here, a statistical analysis, e.g., t-test, is applied to

15242 VOLUME 7, 2019



M. Cho et al.: Evidence-Based Decision Support Framework for Clinician Medical Scheduling

identify whether the values from the data and simulation
model analysis are statistically identical or not [33]. The
null and alternative hypothesis for t-test are the means of
two groups are equal and not equal, respectively. Besides,
we employ evaluation measurements, e.g., Mean Absolute
Percentage Error (MAPE) [23] for comparing KPIs quanti-
tatively.

MAPE =
1
n

n∑
t=1

∣∣∣∣At − FtAt

∣∣∣∣ , (4)

where At is the actual value calculated from the logs, and Ft
is the forecast value derived from simulation.

E. PHASE 4: EXPERIMENTS & DECISION SUPPORT
1) DATA ANALYSIS BASED ON REDESIGN HEURISTICS
As mentioned earlier, prior to the scenario-based experimen-
tal simulation analysis, it is necessary to conduct preliminary
data analysis for identifying a useful scenario which is appli-
cable to improvements of the relevant process. This is because
process improvement methods are quite diverse and have
a broad range. In this paper, 29 heuristic best practices by
Reijers and Mansar [17] are employed as an available set of
process improvement alternatives. It covers practical redesign
methods such as activity elimination, case types, and case
assignment. Based on these best practices, we suggest a series
of steps to derive evidence-based simulation scenarios. First,
we obtain the applicable best practices with the following
conditions.

1) Whether or not a best practice satisfies the goal of the
simulation analysis

2) Whether or not a best practice is suitable for the relevant
process

3) Whether or not a best practice is already applied to the
process

4) Whether or not a best practice is more needed opinions
from domain experts than data analysis

5) Whether or not information related to a best practice is
stored in the log

After that, we define indicators to identify the availabil-
ity of each best practice determined through data analysis.
The existing work [11] has developed the relevant indica-
tors for each best practice, and they are applied immedi-
ately or slightly modified. For example, it is required to
measure the number of occurred events within a small unit of
time (e.g., 1 min.) for an activity to identify the availability
of the order-based work best practice, i.e., removing batch-
processing and periodic activities in a process. Then, as the
measured value exceeds the pre-defined threshold, the rele-
vant best practice is considered as one of the experimental
simulation scenarios.

2) TO-BE ANALYSIS & DECISION SUPPORT
The discovered experimental scenarios are tested based on
the data-driven simulation model. To this end, we employ
the waiting time for consultation and controllable waiting

TABLE 1. A partial example of clinical event logs.

time among the KPIs already presented. Then, the extent of
improvements is evaluated for all the experiments. Finally,
the optimal scenario-based medical scheduling for a clinician
is derived.

III. EXPERIMENTS AND RESULTS
3) MATERIALS
We used the real-world data from EHR system at a fully-
digitalized tertiary general university hospital in Korea. Using
the clinical event logs, we tried to cooperate with many med-
ical staffs for the effective clinician-specific care schedul-
ing. To this end, we conducted classifying and grouping
clinicians by the number of patients and the waiting time
for consultation. Among the clusters, we set the target as
a group which includes doctors who have a large number
of patients and the long waiting time. In the experiment,
we selected a doctor and his/her patients who got a consulta-
tion in May 2012. The event log contained 15 tasks: consul-
tation registration, consultation, consultation scheduling, test
registration, test, test scheduling, payment, sign on selective
medical service, referral registration, outside image regis-
tration, admission scheduling, outside-hospital prescription
printing, in-hospital prescription receiving, treatment, and
certificate issuing. Also, it included several attributes such
as completion time, resources, departments, patient types,
and reservation time. Table 1 shows an example of the par-
tial event log for conducting process mining analyses. After
extracting the data, we cleaned it using several preprocessing
steps applying existing methods [2]. In summary, the prepro-
cessed logs had about 8,000 events which were performed
for about 1,300 patients. To conduct process mining analy-
ses, we applied ProDiscovery [16] which was developed by
our research group. Furthermore, we used Automod [14] to
create a simulation model and received the further simulation
analysis results using Autostat [14]. Also, the present study
was approved (IRB No. B-1409/268-107) by the Institutional
Review Board of the affiliated institution.

A. PROCESS MINING ANALYSIS RESULTS
We performed the three process mining analyses as
described—process discovery, arrival rate analysis, service
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FIGURE 4. Discovered outpatient processes of doctor A. (a) The whole outpatient process of doctor A. (b) The frequent process
pattern of doctor A.

time analysis. First, we derived a process model using the
frequency mining; Fig. 4(a) represents the whole outpatient
process from the event log. The derived model was very
complicated and resembled a ‘spaghetti process’. That is to
say, wewere able to discover the flows of all outpatients in the
hospital using the frequency mining. However, the simulation
analysis of this case study aimed to decrease the waiting time
for consultation of individual patients. In other words, we had
to focus on the major flow which relates to consultation.
As a consequence, we tried to find out the major flow by
controlling the threshold value to make a simulation model
for personal clinician scheduling. Fig. 4(b) describes the
frequent process pattern of the discovered outpatient process
with a pre-established threshold. As a result of the discovered
pattern, most of the outpatients started with the consultation
registration, which took 1.11 minutes on average. Then, con-
sultation and scheduling for the next visit were performed,
and they averagely required 37.77 and 3.29 minutes, respec-
tively. After getting the consultation scheduling, patients paid
for the medical service fees, and the process was finished by
receiving the outside-hospital prescription. It was identified
that each of the last two activities required about 5.99 and
0.19 minutes.

Second, we calculated the average number of appointments
for each reservation slot and the patients’ visiting time com-
pared to the reservation time for the arrival rates of patients.
In the event log, there were 19 slots in a session which were
set up every 10 minutes from 9 a.m. to 12 p.m. Table 2

TABLE 2. The average number of appointments of each reservation slot.

shows the number of appointments per each slot depending
on the patient types: new patients and follow-up patients. The
average number of the new and the follow-up patients per
slot was 3.71 and 0.55 respectively. In total, about 81 patients
visited the hospital to get a consultation from the doctor A in
a session on average.
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FIGURE 5. The distribution of the difference between visiting time and
reservation time.

After that, we calculated the visiting time compared to the
reservation time for deriving the arrival rates. Fig. 5 depicts
the result that patients visited the hospital 7.52minutes earlier
than the booked time on average. Also, 837 patients (65%)
arrived early at the hospital, and 451 patients (35%) were
late compared to the reservation time. These two results were
applied as the arrival rates in the simulation model.

Lastly, we calculated the service time for consultation
using the suggested approach. The average and median of the
consultation service time were 3.35 and 2.68 minutes, respec-
tively. More specifically, there was a difference according to
the patient type as 3.33 minutes for follow-up patients and
3.56 minutes for new patients on average. To make a precise
simulation model, we applied the service time depending on
the types of patients.

B. SIMULATION MODELING & EVALUATION RESULTS
Based on the process mining analyses results, the simulation
model was created, which covers 19 reservation slots from
9 a.m. to 12 p.m. for each session. To validate the model, we
performed the as-is simulation analysis. Table 3 shows the
evaluation results between the calculated KPIs from logs and
simulation analyses with 500 runs. First, the average of the
consultationwaiting time (KPI 1) and the controllablewaiting
time for consultation (KPI 2) from the simulation analysis
was 36.41 and 31.36 minutes, respectively. Also, the average
of the end time of the clinical session for the doctor (KPI
3) from the simulation analysis was 12:54:28 PM, which
displayed a 6-minute time difference with the logs. As far
as the statistical testing was concerned, the null hypotheses
(i.e., the distribution of the values from the logs are the same
with that from simulation analyses) for three KPIs were not
rejected as provided in TABLE 3. After that, we conducted a
further evaluation using MAPE, and it showed that MAPE
values of three KPIs were less than 3.5%, which we take
as an indication that our simulation model closely resembles
the real patient process. Therefore, it was turned out that the
model is suitable to conduct the to-be simulation analyses.

C. EXPERIMENTAL SIMULATION ANALYSIS RESULTS
As a result of the BP-based data analysis, we prepared four
scenarios to decrease the waiting time: decreasing the number

TABLE 3. The evaluation results between event logs and simulation
models using KPIs.

FIGURE 6. Four graphical to-be simulation scenarios.

of appointments per reservation slot, making a break time in
the middle of the clinic session, rearranging patients’ reser-
vation, and subdividing reservation intervals. A graphical
explanation is provided in Fig. 6. Among them, the first two
scenarios were relevant with Extra Resources, increasing the
number of resources in a process, of 29 best practices [17].
Also, the third and the fourth scenario were constructed based
on Case Types (i.e., distinguishing the process considering
a type of cases) and Order-based Work (i.e., eliminating
batch-processing and periodic activities), respectively. For
each scenario, we give the detailed explanation of how it was
created.

1) DECREASING THE NUMBER OF APPOINTMENTS PER
RESERVATION SLOT
One of the most influenceable factors to waiting time is the
number of appointments per slot, that is to say, the number
of patients. Assuming that other conditions are the same,
it is evident that the fewer patients assigned to a doctor,
the fewer time patients have to wait. In the left upper example
in Fig. 6, we give a graphical explanation of the first scenario.
In scenario 1, we tried to figure out how much waiting time
is decreased as the number of patients declines from 5% to
25% at intervals of 5%.

2) MAKING A BREAK TIME IN THE MIDDLE OF
CLINIC SESSION
From the event logs, we discovered a trend that the waiting
time is on the rise as the time gets closer to the end of the
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FIGURE 7. An example of average waiting time of each time slot in a
clinical session.

clinic session. Fig. 7 represents an example of an average
waiting time of patients who involved in each slot in a
clinic session. The figure shows that the average waiting time
becomes around 80 minutes at the ending session, while the
value is less than 20minutes within the first 20 time slots. One
of the solutions would be to decrease the service time, but it
is not realistic because hospitals have to consider patients’
satisfaction and there is only so much we can decrease it.
In scenario 2, to reduce the number of waiting patients, we
implemented an alternative solution which creates a break
time in the middle of the clinic session. In the right upper
example in Fig. 6, we provide a graphical explanation of
the second scenario. Simulation analyses were performed as
we inserted a break time of 5 to 25 minutes at intervals of 5
minutes. We tried to figure out how much waiting time is
decreased as the break time increases from 5 to 25 minutes
at intervals of 5 minutes.

3) REARRANGING PATIENTS’ RESERVATION
The third plan is also a solution to cope with the problem of
scenario 2, the cumulated waiting patients. From the event
logs, we checked out that the consultation service time is
depending on the patient type. The patients who visited
the hospital for the first time had longer service time than
the follow-up patients because the patients should be newly
observed with more time. Based on the trend, we rearranged
the patients’ reservation as the follow-up patients in the begin-
ning and the new patients in the ending of the session. For
example, in Fig. 6, suppose that white dots represent the
patients who had longer service time. As shown on the left
below example (i.e., scenario 3), we can make a scenario to
reduce the cumulated waiting time by rearranging as white
dots at the ending and gray colors in the beginning side.

4) SUBDIVIDING RESERVATION INTERVALS
The last scenario for decreasing the waiting time is subdivid-
ing the number of slots. In the hospital, there was a trend on
the batch-shaped consultation registration due to their patient
reservation system. Fig. 8 is the dotted chart of two tasks,
where red and green dots represent consultation registration
and consultation, respectively. In the figure, the y-axis and the
x-axis are configured as patients and actual time, respectively,
and the rows are sorted by consultation. In the black boxes of

FIGURE 8. Dotted Chart Analysis – The batch shape of consultation
registration.

the figure, we can identify that multiple registrations on con-
sultation were performed within a few minutes (i.e., batch-
processing). As a result, the patients who registered relatively
later than others in the same slot had to wait more to get the
consultation. To solve this problem, we modified the policy
from n patients every 10minutes to the half of patients every 5
minutes. The detailed graphical explanation for this scenario
is presented on the right below example in Fig. 6.

5) TO-BE SIMULATION ANALYSIS
As we explained earlier, we performed the simulation anal-
yses based on four scenarios which decrease the consulta-
tion waiting time. To measure the impacts of each scenario,
the waiting time for consultation (KPI 1) and the difference
between the start time of consultation and the reserved time
(KPI 2) were used among three KPIs which were applied to
evaluate the simulation model. Table 4 represents the simu-
lation analyses results in each scenario. First, in scenario 1,
both KPI 1 and 2 were significantly decreased as the number
of appointments per each reservation slot decreased. The
reduction of 25% in scenario 1 caused a reduction of about
55% and 65% for KPI 1 and 2, respectively. Second, making
a break time in the middle of a clinical session (scenario 2)
moderately reduced KPI 1 and 2; a decrease of 25% led to the
reduction of about 28% in KPI 1 and 34% in KPI 2. Lastly,
in scenario 3 and 4, KPI 1 and 2 slightly decreased due to
the adjustments in reserving patient slots and subdividing the
reservation intervals.

IV. DISCUSSION
Through the simulation analysis in the experiments, it was
identified that the four scheduling strategies presented in
this research are effective for deriving a clinician’s optimal
schedule. The existing problematic scheduling method was to
randomly distribute patients in every ten-minute reservation
slot manually. Thus, scheduling was performed arbitrarily,
and it caused long consultation waiting time for patients.
Compared to the existing method, our research provided four
improved scheduling approaches that accomplish the reduc-
tion of at least 2.84% (scenario 4) and up to 55.20% (scenario
1) in the waiting time for consultation (KPI 1). More in detail,
in the case of scenario 1, it becomes evident that the num-
ber of patients has a significant impact on the consultation
waiting time. Also, the measured values also decreased due
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TABLE 4. Scenario-based simulation analysis results.

to inserting a break in the middle of the session (scenario 2).
That is, the methods in scenario 1 and 2 can be considered as
highly substantial improvements of a clinician’s appointment
schedule when the goal is to decrease patients’ waiting time.
Furthermore, the other two scenarios, the arrangement of
patient groups and subdividing reservation intervals, were
also proved as impactful approaches to decrease consultation
waiting time.

Interestingly, strategy 1 and 2 potentially negatively affect
hospital revenue. After all, the average number of consulted
patients per day decreases. Thus, it may require additional
expenses as compared to the current system. On the other
hand, approach 3 and 4 simply affect the reservation policies
without diminishing the number of patients or requiring doc-
tors to spend more time. Therefore, they can be classified as
strategies that do not incur any additional expenses. In sum-
mary, although all four scheduling scenarios are effective
strategies to reducewaiting time, it is necessary to use them as
appropriate or mixed strategies depending on multiple factors
in the hospital.

After discussing with domain experts in the hospital,
we received comments on the results of our simulation anal-
yses. They considered that the methods of case 3 and 4 to
change the individual clinicians’ schedules are indeed appli-
cable and attractive.

The proposed approach has a significant contribution that
provides how to derive parameters required for building a
healthcare process simulation using process mining. The pro-
cess simulation, as it is known, has the main advantage of
being able to experiment in advance on existing issues under
the simulated environment. In that sense, it considerably
simplifies the application of DES in a clinical setting with
the data-driven and highly automated approaches. Further-
more, our approach is valuable in that three process mining
analyses (e.g., process discovery, arrival rate, and service time

analysis) consider the specific characteristics of hospitals and
the data they have at their disposal, and that these results
are directly reflected in the simulation model. Based on our
approach, simulationmodels can be utilized in diverse health-
care settings to determine improved personal schedules for
clinicians.

Also, our approach provides a systematic method that
overcomes the limitations of the existing works for scenario-
based simulation analysis. This helps to break away from the
traditional rule-of-thumb approach and reduces computing
time and power with efficient simulation analysis.

Also, our approach has extensive flexibility. In this paper,
we focused on how to solve the problem of optimizing per-
sonal clinical schedules. However, our approach can handle
other processes in the healthcare environment such as clinical
test or reception processes. In addition, it can support other
service processes such as banking and public office task
processes similar to the outpatient process.

To clarify the distinctive traits of our work, we compared
our approach with the existing works that adopt the evidence-
based aspect. As a result, it was identified that the existing
works [29]–[32] consider the domain knowledge or theo-
retical foundation as the evidence base. Thus, they put the
emphasis on the generalized knowledge demonstrated by
various sources. Different from these works, the proposed
approach determines that the evidence base is the facts dis-
covered from data, i.e., data-driven knowledge. Therefore,
this study is differentiated by the approach of a customized
and practical evidence-based approach to finding problems
with specific data, rather than conventional and generalized
problems from the existing literature.

Our work also has several limitations. As far as the pro-
posed framework is concerned, it still needs further auto-
mated approaches. In the framework, for example, it is rel-
evant to create a simulation model from process mining
analysis results or prepare an improved simulation model
that reflects the scenario. In particular, techniques that auto-
matically reflects the improvements based on redesign best
practices in the simulation model can maximize the effec-
tiveness of the simulation analysis. Also, this paper covers a
single case study to validate our framework. Future research
should strive to conduct further case studies. Lastly, we are
working to develop the decision support system that supports
our framework. It will be helpful for practitioners for effective
hospital management.

V. CONCLUSION
In this paper, we suggested a decision support framework
for optimizing clinician medical scheduling using discrete
event simulation approach, which is constructed based on
three process mining analysis including process discovery,
arrival rate analysis, and service time analysis. Furthermore,
it covered how to derive effective improvement methods to
decrease waiting time for consultation. In the case study,
we applied the real-world data to the proposed framework.
Also, we performed the four scenario-based experiments
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using the simulation model for the personalized care schedul-
ing. As a result, we showed that not only two cases which
need additional costs have a significant effect on the waiting
time, but also the changes of reservation systems which do
not require more costs decreased the waiting time.

As we stated in section IV, we plan to work on devel-
oping a decision support system for medical scheduling.
Also, we will improve our framework to make it more auto-
mated. More case studies should be performed to validate our
approach.
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